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Extraterrestrial habitats involve a tightly coupled combination of hardware, software, and

humans while operating in an unforgiving environment that poses many risks, both anticipated

and unanticipated. Traditional approaches with such systems-of-systems focus on reliability,

robustness, and redundancy. These approaches seek to avoid failure rather than reduce overall

risk. However, faults are inevitable, and understanding and managing the complex and emergent
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behavior and cascading events of such a complex system is critical. This study describes the

development of HabSim, a computational simulation environment intended to support research

to establish the know-how to design and operate resilient and autonomous SmartHabs. HabSim

is a modular virtual testbed comprised of many of the coupled dynamical systems expected in a

typical SmartHab. A heterogeneous set of interconnected physics-based and phenomenological

models are used to represent the essential functions of a SmartHab. HabSim further considers

disruptions, and models damage and repair of certain components. This paper discusses: (a)

system and subsystem requirements of the deep space habitat included in the HabSim platform;

(b) architectural choices made in response to the requirements; (c) technical considerations for

developing, verifying, configuring, and executing HabSim; and (d) illustrative sample results

from a simulation of a representative disruption scenario.

I. Introduction
The quest to send humans to the Moon and Mars – this time to stay – has engaged the world’s space community

[1] [2] [3] [4]. Developing habitat systems that are suited for supporting life in extreme conditions is essential to

enable a robust, long-term human presence on the Moon and then into deep space. These ambitious plans require the

development of resilient and smart habitats that can operate safely and as intended in extra-terrestrial environments

under extreme conditions and with limited resources. Such habitats, known as SmartHabs, would have the ability to

autonomously sense, anticipate, respond to, and learn from disruptions. This quest is likely to be the most challenging

mission ever pursued to date by humanity.

This ambitious objective requires overcoming several major technical challenges that will require the highest

application of engineering knowledge. The Lunar Surface Innovation Consortium (LSIC) was established in 2019 as

a virtual community focused on these new challenges for the aerospace community [4]. The Lunar environment is

more extreme than any found on Earth, with high levels of radiation and abrasive dust posing risks to both humans

and equipment, micrometeorites that may penetrate the structural system, large temperature swings, vacuum, and

moonquakes that are expected to be quite different from their counterparts on Earth [5] [6]. Even familiar hazards,

such as fires, leaks, and faults in habitat system components, take on a new dimension in the harsh and isolated Lunar

environment. Thus, habitat systems will require a significant level of sensing, for both fault detection and overall

habitat systems health management [7]. Disruptions are inevitable, and because space habitats are highly interconnected

systems-of-systems, they have the potential to propagate through the habitat system and produce cascading consequences.

Actions that may be taken to support habitat system recovery need to also be considered to expedite decision-making in

a resource-constrained, time-critical situation. A resilient approach to the design and operation of such a habitat is

prudent [5] [8] [9].
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Due to the high costs associated with the transportation of materials and operations in space, resource constraints,

including both physical materials and consumables, and computational capacity, drive several of the technical

requirements as well as many SmartHab operational procedures. Replacement parts will either need to be manufactured

in place, or shipped from Earth. Maintainability of the subsystems will be essential, and robotic maintenance should

be exploited whenever feasible to reduce the workload on the crew. In addition, deep space habitats will experience

long dormant periods. Dormancy introduces additional risks, and although many of the specifics of dealing with a

dormant state can be anticipated, there are likely to be many more that have not yet been examined [10]. Without human

crew-members who are able to rapidly recognize pitfalls and systematically diagnose unforeseen faults and disruptions,

autonomy will need to be exploited as much as is possible. As we travel and explore further from the Earth, long

communication delays will further hinder the ability for personnel on Earth to support the habitat crew.

Simulations are essential to study the complex interdependencies and operational vulnerabilities in SmartHabs.

For instance, to perform flight control simulations in the Lunar Gateway project NASA developed Gateway in a Box

as a low-fidelity model that focused on software emulation [11]. Subsequently, as a later step in the development,

a medium-fidelity partial hardware emulator called Gateway in a Rack was adopted. Simulation offers a low-risk

mechanism to test and improve operational techniques and technologies [12], including resilient design strategies,

decision-making, systems health management, agent actions, hazard mitigation, and contingency planning. Furthermore,

simulation enables one to analyze system behaviors under a wide variety of operational conditions (e.g., dormancy or

recovery), and over a SmartHab life-cycle (considering, for example, aging, degradation and reconfiguration).

While several physical space habitat analogs exist, they are intended mainly for studying human factors and human

behavior (for instance, see [13]). Efforts to understand and extrapolate the performance of various habitat subsystems

have instead been primarily studied in simulation. For example, there has been substantial effort to computationally

simulate the complex dynamics of environmental control and life support systems (ECLSS), including faults and

repairs. For instance, ELiSSA (Environment for Life-Support Systems Simulation and Analysis) [14] and MELiSSA

(Micro-Ecological Life-Support System Alternative) [15] have been developed to simulate specific ECLSS capabilities

for space flight. Also, Virtual Habitat (V-HAB [16]), a computational simulation tool, has been built in the Matlab

environment to facilitate the design process of life support systems in space habitats [17]. Through fully dynamic

simulation, V-HAB considers the impact of component failures or a changing crew schedule, in which all of the

faults considered are internal to ECLSS. Behjat et al., prototyped a Python-based computational framework called

the control-oriented dynamic computational modeling tool meant to perform trade studies on systems-of-systems,

and demonstrated its use for trade studies including one with a low-fidelity model of a space habitat [18][19]. Of

course, more general tools also exist for modeling systems-of-systems, such as Modelica [20] which is a modeling

language, and TRICK [21] which is a C/C++ library developed by NASA. However, to the best of our knowledge,

no open-source options exist for the integrated simulation of the several subsystems that comprise a space habitat
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system on the Lunar surface. Matlab is an appropriate platform for such a research tool as it is widely available at

research institutions. Simulink’s multi-domain simulation environment is ideal to build and manage hierarchical systems.

It supports model-based, system-level design and system-of-systems integration, and it is widely used for real-time

experimental verification.

The Resilient Extraterrestrial Habitats institute (RETHi) has developed a system-of-systems platform for modeling

and simulation of a lunar surface-based space habitat system to enable fundamental research toward the objective of

establishing resilient SmartHabs on the Moon. Denoted HabSim, the model is built in Matlab/Simulink [17], and serves

as a modular and coupled virtual testbed (MCVT) [5]. It aims to capture the dynamics and emergent behavior of a lunar

surface-based SmartHab, simulate situational awareness, assess system resilience, and enable the study various degrees

of autonomy under either internal or external disruptions. Taking a systems engineering viewpoint, HabSim consists of

a heterogeneous set of models representing each subsystem and modules essential for building a functional SmartHab.

A reference habitat concept (RHC) is developed using a formal architectural approach, and is used as the basis for

defining the integrated habitat system on the lunar surface with the various environmental disturbances. The RHC is

scaled to match the dimensions of laboratory-scale hardware. Each subsystem model is built following a standard

notation, with damageable and repairable properties. The interdependencies of these subsystem models are defined,

documented, described and managed through a design structure matrix (DSM) to support model development and

subsystem integration [22].

The purpose of this paper is to outline the motivation for and capabilities of HabSim. We examine the technical

challenges in developing this novel space habitat system-of-systems model that is meant to support a variety of

research in resilience and autonomy of such complex systems. HabSim simulates SmartHab operation, monitoring, and

management by incorporating a variety of disruptions and disturbances, and thus provides a preliminary proving ground

for such techniques needed for the development of long-term space settlements. The main subsystems are represented as

interconnected physics-based and phenomenological models having a variety of damageable and repairable properties

[23]. Using a systems engineering viewpoint, each subsystem model is built with a standard notation, and the various

types of interdependencies between these subsystem models are handled with the DSM. The relative physical location of

various subsystems is encoded into the platform to directly support research on resilience, recovery, and decision-making.

HabSim serves as a versatile tool to facilitate the development of SmartHabs in the space community, and the

process developed for building this simulation platform can also serve as an informative reference for similar tool

development. Several of the papers in this virtual collection utilize HabSim and discuss the details of individual

subsystem models. This paper discusses the capabilities of the HabSim platform and how we addressed the technical

challenges in developing such a platform to support research into autonomy and resilience. Section II is focused on the

HabSim platform and the platform-level requirements used to develop the architecture. The subsystems are described

along with the modeled disruptions and degradation, and the associated repair and recovery. Section III considers
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several specific aspects of the technical approach taken to overcome challenges. Section IV provides an illustrative

sample of the types of simulations that are possible, Section V discusses several specific research efforts that are using

HabSim, and Section VI provides closing comments including lessons we learned.

II. Description of HabSim
The realization of a modular, multi-physics model for an extraterrestrial habitat has great potential to enable research

in resilience and autonomy. However, this task comes with several challenges, suggesting that a systematic approach is

needed that also leverages existing systems engineering tools that have been developed for such purposes. For instance,

careful thought must be given to the choice of the modeling platform used, standards must be established in advance for

proper data exchange, and model requirements must be identified deliberately and verified throughout the development.

Each of these steps is essential to ensure that the product of this research is a simulation environment that can support

the needs of a variety of researchers.

Enabling research on resilient design methods first and foremost means that the model must be able to inject a variety

of disruptions that may cause a cascading sequence of disruptive events. The consequences of those events must then

influence the functionality of both the individual subsystems as well as the entire system, and repair to those systems

must then reverse the damage and return functionality to nominal as appropriate. Similarly, supporting research on

autonomous operations means that the habitat must have the tools and sensors to detect and localize faults, and schedule

and execute relevant agent repair actions to be defined by the researcher. These action settings include parameters

related to the repair priority, repair rate, and the time needed to reach the repair task (which is related to the distance

that must be traversed). Thus, in this section we consider the following key aspects in the development of the HabSim

platform: (a) developing the platform architecture and data flow; (b) establishing SmartHab operational requirements;

(c) scenarios that drive the necessary disruptions and disturbances.

A. Establishing System-level and Platform Requirements

In building a system-of-systems testbed to enable research, the first step is to generate requirements for both the

models and the platform. Models able to capture the subsystem dynamics and the highly interconnected nature of this

system-of-systems are necessary to generate a meaningful and sufficiently complex representation of a SmartHab system.

The modeling will require an understanding and formulation of the relevant physics. The strong coupling among the

subsystems must be represented in those model formulations. For certain subsystems, phenomenological models are

used to capture the input-output behavior. This approach is chosen, for instance, when the physics of a system or

phenomenon is more complex than needed for the purpose of the HabSim platform and the associated computation

would be excessively demanding.

The platform implemented must be accessible to the modelers, support modularity and interoperability, and be
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extensible. The Matlab/Simulink environment is selected here because it has a user-friendly environment, models can be

readily integrated in a graphical manner, it is widely used and accessible by researchers at universities, and a wide range

of existing functions and other building blocks are already provided to the users in the Simulink library. Additionally,

the MATLAB/Simulink environment has the capability to perform real-time simulations. HabSim subsystem models

can therefore be used directly to establish cyber-physical testing capabilities, as discussed further in Section V. Because

integrating the subsystem models with physical testing is an important element of our vision for the validation of new

technologies, an important requirement for the overall SmartHab model is the capability for real-time execution [24].

Realistically, each of the models cannot be more detailed than is needed to perform the research. High-fidelity

models require large computational effort, and, therefore, have prohibitively long run-times. A balance between having

the model fidelity needed to do the research and a reasonable run-time needs to be achieved to ensure that the intended

research can be performed without unnecessary computational overhead. Damage, repair, and recovery must also

be modeled appropriately to support research in resilience and autonomy. Damage has consequences that affect the

functionality of the habitat subsystems, and those consequences may also cascade into other subsystems due to the

complex system interdependencies. Agents are necessary to simulate the process of performing repairs to support system

recovery. Sensors must also be included in each subsystem model to enable situational awareness and, consequently,

emulate fault detection and diagnosis (FDD). Note that the sensors themselves can also be faulty, damaged and repaired

in HabSim.

In the requirements-gathering phase, the high-level requirements and specifications at the system-level are determined

by analyzing the needs of the researchers expecting to use the model. To support research in resilience and autonomy, we

define several disruption scenarios with various intensity levels along with their potential consequences, damage, safety

controls, and actions taken, or repairs made. The scenarios are then analyzed to extract system-level and subsystem

requirements. The modeled disruptions in these scenarios include micrometeorites, fire, moonquakes, airlock leakage,

and nuclear system coolant leakage. Persistent disturbances such as dust, vacuum, and thermal changes are also

captured in the models. This process is meant to determine the required functionalities of the models included in the

system-of-systems. The HabSim User Manual and associated sample codes describe and demonstrate how each of these

capabilities may be defined and implemented in simulations [23].

B. Architecture of the HabSim Platform

The overall architecture of HabSim is shown in Fig. 1. The platform is divided into the electro-mechanical

subsystems (EMS) and the health management system (HMS). The habitat EMS subsystems in this dynamic Lunar

habitat system model include: (i) a structural protective regolith layer (SPL) and a structural system (ST), each having

both mechanical and thermal properties and dynamics, with appropriate coupling between them; (ii) a lumped-parameter

model capturing the coupled temperature and pressure of the two-zone physical air volume inside the habitat’s interior
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environment (IE); (iii) a thermal and pressure management system capable of regulating each of the zones independently

(ECLSS); and, (iv) a power generation, energy storage, and distribution system (PW). Each of these electro-mechanical

subsystems has built-in sensors to gather physical response data, and synthetic FDD components to provide diagnostic

information. An agent is included to perform the actions needed for the repair of the damaged components in the habitat

subsystems. Here we refer to the health management system (HMS) as the system composed of the communication

network, data repository and data service, and command and control (C2). The communication network, data repository,

and data service are collectively called the communication and data handling service (CDHS). In concert, they transfer

the data between EMS and HMS and store data. C2 takes in synthetic diagnostic information and makes decisions to

schedule specific agent actions. To enable the study of how communication delays impact resilience and autonomy, a

ground control node representing mission control on Earth is included with similar CDHS capabilities. The latency may

be set by the user.

A key element in HabSim is the ability to capture system interdependencies. The coordination block serves to

manage interdependencies in the simulation platform and pass data among the subsystem models. Similarly, the

disturbance block (DB) initiates and coordinates disruption events and persistent disturbances. FDD adopts a distributed

(i.e., decentralized) approach where each subsystem detects faults and passes the health state values corresponding to

damageable components within that subsystem to C2 through the CDHS.
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Several input files are used to set up the simulation environment prior to execution, including the habitat environment

and layout, the scenarios and relevant parameters for running a given realization, and to characterize the agent actions.

These files include: Input (system-level scenario description), Sim_set (simulation settings and subsystem details),

Configuration (habitat features and exterior environment), and Run_scenario (loads all variables and executes

simulation). Configuration sets the habitat scale, design parameters associated with the system and subsystems, and

constants that define the ambient environment (e.g., the gravitational constant, surface temperature). The habitat layout

is captured in an Excel file that contains the locations and distances of relevant physical components. A comprehensive

list of possible agent actions is captured in another Excel file where the user can specify the actions, priorities, repair

rate, repair time, etc. A reflexive, model-based decision-making approach is adopted for this initial implementation of

the HabSim, which simply performs the necessary repair actions in the priority defined by the user. Simulation outputs

are recorded in Matlab files based on the user’s pre-selected preferences.

The HMS components run in a docker container and an application programming interface (API) has been developed

to connect EMS and HMS. The EMS and HMS can be executed on one computer, or can be partitioned to accelerate

simulations by using two machines, one for EMS and one for HMS. This option is especially useful when real-time

execution is needed.

C. Habitat Models and Subsystems

The functionality, damage, and repair of the EMS subsystems that comprise the habitat system are selected

deliberately to achieve a sufficiently representative and complex system with opportunities to simulate disruption

scenarios of various intensity levels that could follow a variety of paths with different consequences.

The HabSim-EMS includes the following subsystems:

• Structural protective layer (SPL) is a layer of Lunar regolith to protect against solar radiation and insulate the habitat

from large thermal swings. In this work, the mechanical dynamics of SPL is considered to model the interaction

force with the ST, and thermal dynamics are included to model the heat exchanged with the exterior and the structure

throughout a Lunar day. Damage to and repair of the SPL is considered, which affects the thermal behavior when that

occurs. The interactions between the thermal and the mechanical dynamics are considered in this model.

• Structural system (ST) accounts for the mechanical dynamics of the habitat structure in response to pressure changes

inside the habitat and the interaction forces with the SPL . This model also reflects the thermal dynamics of the habitat

structure, influenced by thermal loads of the SPL and interior habitat environment. Damage to and repair of the

structure is considered, affecting both thermal conditions and pressure retention. The interacting thermal and mechanical

dynamics are also considered in this model.

• Interior environment (IE) quantifies the temperature and pressure changes of the air within the interior of a habitat. In

this model, temperature and pressure are coupled [25]. The model is divided into two zones, and a pocket door can be
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triggered to divide the interior volume into two separate zones each with its own temperature and pressure.

• Environmental control and life-support system (ECLSS) is composed of an active thermal control system (ATCS)

and an interior pressure control system (IPCS) [25]. ECLSS consumes energy to operate the physical components,

such as compressor, cooling fans, and heaters. Dust inside the habitat will affect the ventilation fan, and maintenance

is required to prevent loss of thermal management system performance. Damage to and repair of the cooling fan,

evaporator coil, condenser coil, air storage tank, air supply valve, and compressor for each zone are considered. Even

though ECLSS does not directly interact with the ST, SPL, and IE, these systems indirectly influence the behavior of

ECLSS through temperature and pressure changes in the habitat.

• Power (PW) consists of power generation (solar cells and nuclear), energy storage (ES), and a smart power distribution

(SPD) system. SPD has a scheduling model responsible for allocating the power that is generated and a load prioritization

model to manage the power distribution during critical situations as described in [26]. The main components of the

SPD are: three boost converters, converter 1, converter 2, and converter 3, to convert the different generated voltage

levels from nuclear, solar, and ES, respectively, to a common voltage level; a DC generation bus that connects the

total power generated with different loads; and, three buck converters, converter 4, converter 5, and converter 6, to

convert the distribution voltage level to the rated voltages of life support loads, monitoring loads, and all other habitat

loads, respectively. Damage to and repair of the different power system components, including nuclear and solar power

generators, ES, power converters, and generation bus, are modeled. Damage and repair of the converters and generation

bus is modeled as binary and can further be defined as random. For the nuclear, solar, and ES systems, the damage and

repair features modeled are gradual (not binary), as they can be damaged/repaired in discrete increments.

The HabSim-HMS includes those components that pass, store, and process data from the sensors and systems in the

habitat, in part supporting decision-making.

• Communication and data handling service (CDHS) emulates a communication network and manages the data

exchange among individual EMS subsystems, the database, and the ground node, representing mission control on Earth.

A fixed network topology is used in the communication network emulator, which adapts when a communication node is

faulty by removing the affected node. When enabled, communication with ground control can be configured with a

programmable delay to emulate latency and restrict throughput.

• Command and control (C2) is intended for autonomous decision-making and scheduling agent (AG) interventions

based on a suite of built-in tests in HabSim that use the information provided by sensors (SN) and FDDs in an automated

fault-reasoning mechanism to provide test-to-effect information. Consequently, C2 uses the information provided by the

built-in tests in a dependency matrix (D-matrix) for the decision-making. C2 monitors the operation of the HabSim

subsystems and outputs commands to trigger interventions, repairs and maintenance, to restore the nominal operating

condition of the detected damaged components. For instance, C2 would schedule the robotic AG to repair the SPL
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damage after repairing the ST damage.

• Human computer interface (HCI) enables human operators to monitor and manually control the state of pressure and

temperature in each IE zone independently, and close or open the pocket door to isolate zone 1 and zone 2 from each

other. The HCI can optionally be connected to HabSim to enable manual decision-making, in which case it would

replace the functionality of C2. In future versions of the platform, we would enable both to function in tandem.

In addition to EMS and HMS subsystems the following subsystem, models, and blocks have a significant contribution

to building HabSim:

• Disturbance block (DB) facilitates the realization of a variety of disruptive hazard events and their consequences that

are included in the models that have the potential to impact the habitat. The user defines the disruption characteristics in

the Input file. This model also imparts the ambient environmental conditions to the habitat. For instance, the DB

provides the temperature on the surface of the Moon, the angle of the sun, vacuum conditions, and the amount of dust

raised by a micrometeorite strike, launch event, or simply from environmental conditions.

• Sensors (SN) take measurements of physical quantities of interest to be used for monitoring components in various

subsystems or for local closed-loop control of certain subsystems. To add uncertainty, the data acquired by a given

sensor can be contaminated with random noise, or a drift or bias can be added. SN system outputs are also used for

habitat system health management.

• Fault detection and diagnostics (FDD) is embedded in each EMS subsystem (see the architecture diagram in Fig. 1) to

monitor the health of the damageable components and send reliable health state information to C2. FDDs take in SN

measurements such as accelerations, temperature, pressure, etc. and output health state values. All but one of the FDDs

herein are currently synthetic, or idealized, and know the exact health state of the subsystem. However, the FDD for the

ST is a true built-in test that uses acceleration data to detect when and where structural damage has occurred.

• Agent (AG) performs interventions including the repair of damaged components or the maintenance of certain

components. This simple model captures repair rate and can represent a human crew member or a robot depending on

the parameters chosen. In the current implementation of HabSim, only one agent is available to perform such tasks. It is

assumed that the AG has sufficient power charge to complete all scheduled repairs and is not dependent on the habitat

PW. It is also assumed that AG is deterministic and ideal in performing repairs.

D. Disruptions and Disturbances

HabSim is developed mainly to support research in resilience and autonomy of deep space habitats. Thus, in

simulation the habitat model is exposed to several disruption scenarios and disturbances. Six types of disruptions

are modeled in HabSim, including micrometeorite impact, fire, moonquakes, airlock leakage, nuclear system coolant

leakage, and sensor failure. Individual or combinations of disruptions are realized by embedding 28 damageable and

repairable components in the subsystem models (see Table 1). In addition, sensors in the subsystems may also become
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faulty. Certain disruptions are associated with a location, based on the layout of the RHC. Many of the disruptions are

also characterized by an intensity level defined by an integer that may range from 1 to 5. The intensity level is used to

pass phenomenological damage indicators to subsystems whose interactions with the disturbance would otherwise be

too complex to effectively model. The user may define the disruption, time of occurrence, location and intensity, and

affected components, in the Input file.

One or more components can be damaged in any given disruption scenario. The options for damageable and

repairable components are listed in Table 1. For instance, a micrometeorite impact can hit the habitat and damage

the SPL, ST, and certain components in PW or ECLSS in sequence. Outside the habitat a micrometeorite impact

scenario can damage solar PV arrays, nuclear power generator panels, or radiator panels. Inside the habitat, a fire could

damage the PW or ECLSS components when it starts or spreads within their proximity. A moonquake could damage

components in the PW or ECLSS subsystems. In a scenario with airlock leakage, the pressure inside one zone of the

habitat may drop slightly due to air leakage. The coolant system cascade scenario may result in a drop in efficiency of

nuclear power generation combined with increase power consumption by the pump. Each SN in HabSim also has the

potential to experience faults. Such faults result in data losses, erroneous data, but in some cases may lead to more

substantial consequences such as disruptions in the regulation of temperature and/or pressure. Each of these events may

be repaired through an agent action with a predefined priority. Clearly, HabSim offers many opportunities to study

contingency planning and response actions and priorities.

In addition to the disruptions, three environmental disturbances may be considered in a simulation. The first

environmental disturbance is nominal external dust accumulation that affects the efficiency of external components

including solar PV arrays, nuclear radiators, and ECLSS radiators. The loss in performance of the affected systems

propagates through other habitat components. The second environmental disturbance is the solar angle, which modifies

the heat transferred between the interior environment and the exterior environment. Through a Lunar day, the temperature

outside the habitat fluctuates between -130 °C and +130 °C. The ECLSS compensates to maintain a safe temperature

inside the habitat, unless damage yields improper functionality. The third environmental disturbance is a small amount

of air leakage that is almost impossible to avoid in a real pressurized system.
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Table 1 Damageable and Repairable Features of Habitat Subsystems

Subsystem Damageable & Repairable Components
SPL SPL penetrated
ST ST penetrated
IE Fire in zone 1 Fire in zone 2

Airlock leakage
ECLSS Radiator panels dusty Radiator panels paint degradation

Ventilation fan filter need to be replaced Air storage tank leakage
Supply valve malfunction Condenser coil deformation
Compressor degradation Evaporator coil deformation
Heater degradation Cooling fan degradation

PW PV arrays dusty PV arrays damaged
Nuclear panels dusty Nuclear Panels damaged
ES damaged Converter 1 damaged
Converter 2 damaged Converter 3 damaged
Converter 4 damaged Converter 5 damaged
Converter 6 damaged DC generation bus damaged
Nuclear system coolant leakage

SN SN failures

E. Verification and Validation

Model verification and validation was implemented by following structured engineering software approaches that

enabled systematic and efficient system-of-systems integration for HabSim [12] [27]. First, the functional requirements

at the subsystem level were defined, as described in Section II.B, including damageable and repairable elements, followed

by system-level requirements, such as disruption propagation. These requirements included assessing of the relevant

hazardous states for each subsystem and identifying the specific safety controls to include in the model. Each subsystem

modeler was tasked with establishing a reference model, typically consisting of a high-fidelity physics-based model. At

this step, the modeling assumptions and limitations were delineated to ensure a clear understanding of the capabilities

of each subsystem model. Modelers had to provide verification that each model behaved according to the specified

dynamics and requirements that represented the hazardous state changes of interest and expected behavioral properties.

Following the high-fidelity verification, reduced-order models were developed when necessary to reduce the

computational demands for the system-of-systems integration. The resulting medium-fidelity models were then verified

by comparing the dynamic responses of the reduced-order model to those of the higher fidelity reference model.

Then, unit testing was conducted to verify that the simulation results accurately represented the model description

and requirements. System integration was then performed to integrate the models and gradually verify the functional
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requirements. At this stage, we confirmed and determined the degree to which the integrated results accurately

represented a SmartHab behavior for the intended use. Then, user testing was also performed to ensure that the

system-level requirements and specifications were met. Several of the papers included in this virtual collection provide

details on individual models, and a full description of these steps is discussed in the documentation that will be provided

with the code [23].

III. Technical Considerations
HabSim requires the simultaneous execution of a number of complex and interdependent subsystem models. The

interdependencies between these subsystems take several forms, and also grow exponentially with the number of

subsystems, thus expanding the challenge of tracking the required inputs and generated outputs for each subsystem.

Several specific technical considerations need to be taken into account to simulate a system-of-systems with the level of

complexity used in HabSim. These considerations are explained in this section, and offer lessons learned for those

developing simulation platforms for systems-of-systems.

A. Design Structure Matrix

The DSM is a network representation technique used for handling data exchange and enhancing efficiency during

the development and management of a system-of-systems [22]. This tool has been adopted in a wide range of research

and industrial practices as a compact and scalable representation of subsystem dependencies in a system-of-systems.

The primary purpose of developing the DSM is to identify and manage the data flow, interface conditions, and

operational dependencies and modes. The DSM also aims to assist model developers in making choices regarding

signals, and communicating those needs, for the inputs to each subsystem as well as the outputs to be provided to other

subsystems. In addition to the graphical representation of the DSM, we examined the interdependencies (i.e., connections

among subsystems) in a holistic manner to facilitate the system-of-systems integration. The interdependencies in

a system-of-systems are characterized by multiple complex connections and relationships, including feedback and

feedforward loops that vary in dimensionality and purpose [28].

For this reason, we defined four types of interdependencies. In HabSim these are referred to as:

• Physical Interdependencies occur when the physical output(s) of either subsystem progress or depends on the dynamical

behavior of the other. Examples include the heating and cooling loads provided by the thermal management to the

interior environment or the power consumed by various components.

• Cyber Interdependencies occur when the signal is carrying data or information that typically pass through the CDHS

or information infrastructure. Examples include measured temperature or pressure acquired by sensors in the interior

environment, structural sensors that capture accelerations for health management, and FDD health states from various

subsystems.
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• Intervention Interdependencies are commands sent from C2 to the agent to trigger maintenance, improve system

performance, or repair habitat components. Examples include a command to the agent to clean the dust that accumulated

on the solar arrays or to patch a hole caused by a micrometeorite.

• Disruption Interdependencies are external inputs (disruptions and disturbance) that originate outside of the habitat

or fault initiation mechanisms within habitat subsystems. Examples include a micrometeorite impact, fire inside the

habitat, and sensor failure.

Habitat subsystems, and the other models included for simulations are identically labeled and ordered by their

numbering in both the rows and columns, as shown in Fig. 2. The input sources and output destinations corresponding

to each subsystem are identified in the off-diagonal cells of the matrix. An off-diagonal ‘X’ indicates the presence of an

interaction, while an unmarked cell signifies its absence. The convention followed here is that subsystem outputs are

specified as the rows “system giving the signal.” Subsystem inputs are in the columns denoted “system receiving the

signal”. More explicitly, reading across a matrix row will reveal all the outputs from the subsystem denoted by that row.

For example, reading across row three shows that the ST outputs to the following subsystems: (11) SPL, (8) IE, (3) PW,

(6) AG and (10) CN. Examining down a column will specify all the inputs to the subsystem denoted by that column. For

example, reading down column three shows that the ST has inputs from the following subsystems: (11) SPL, (8) IE, (3)

PW, (6) AG and (9) DB.

The interactions and corresponding categories described in Section 2 were properly identified using the RHC to

develop the DSM for HabSim. The DSM for the crewed mode of operation is shown here in Fig. 2. As human

exploration pushes the current boundaries and technology advances to enable more autonomous operation of deep space

habitats, dormant conditions will be more common [10]. Thus, HabSim is being expanded to consider a dormant mode

as well as simulating the transitions between dormant and crewed modes.

The HabSim DSM is further developed by creating a tool to manage the interaction specifications, the realization of

which is in Fig. 2. Moreover, this tool graphically specifies an interaction and directly links a user to a page that provides

complete interaction specifications. In each interaction page, the specifications shown for the interdependencies include

the name, size, sampling rate, units of either the signal measurement or interchanged physical conditions, and any

helpful additional notes. A general sample of such an interaction page is shown at the bottom of Fig. 2. In the initial

phase of HabSim development, all model developers were involved in developing the DSM to capture all requirements

and essential behaviors. Discussions held during the development of the DSM yielded a greater understanding among

model developers and improved system modeling requirements. The DSM was updated in parallel with the development

and integration of the subsystems. Continuous communication was maintained among model developers to verify and

validate the integration of systems through the DSM. It provided a clear purpose to the model developers, as they no

longer modeled for the sake of modeling but to meet the expectations of other subsystems that were not easily captured in
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written documentation. The level of detail captured within the DSM is appropriate for the intended purposes, providing

sufficient knowledge to model developers about the data flow without understanding all details of subsystem model

dynamics.

The system-level diagram in Fig. 3 is used to visualize the actual interdependencies captured within this

system-of-systems model, and the specific class for each interaction.

Sub-Systems (Level 1) HMS SPL ST IE ECLSS PW AG CN DB

Health Management System HMS X

Structural Protective Layer SPL X X X X

Structural System ST X X X X X

Interior Environment IE X X X X X X

ECLSS ECLSS X X X X X

Power System PW X X X X X X X X

Agent System AG X X X X X X X

Communication API CN X X X X X

Disturbance Block DB X X X X X

System receiving the signal

Sy
st

em
 g

iv
in

g 
th

e 
si

gn
al

I-G-R:  Giving-System to Receiving-System

Number of Cyber Interdependencies: #
Number of Physical Interdependencies: #
Number of External Disturbances: #
Number of Interventions: #

Cyber-Interdependencies:

Cyber Signal 1: Name Signal
Size: na x dim
Sampling rate: -
Unit: Signal Units
Notes: na is the degrees of 

freedom/sensors for that signal; dim 
is the number of dimensions

Physical-Interdependencies:

Physical Signal 1: Name Signal
Size: nb x dim
Sampling rate: -
Unit: Signal Units

Notes: nb is the degrees of freedom at the 
system’s interface with another 

system; dim is the number of 
dimensions

⋮

⋮
External Disturbances:

Disturbance 1: Name Signal
Size: nc x dim
Structure name: MATLAB structure name
Sampling rate: -
Unit: Signal Units

Notes: nc is the degrees of freedom at the 
system’s interface; dim is the number 

of dimensions

Interventions:

Intervention 1: Name Signal
Type of 
Intervention:

Describe action

Size: nd x dim
Failure Mode: [0000000] ID
Sampling rate: -
Unit: Signal Units

Notes: nd is the degrees of freedom at the 
system’s interface; dim is the number 

of dimensions

Fig. 2 HabSim design structure matrix for crewed operation
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SPL ST IE ECLSS PW

Figure. Diagram representing the EMS and HMS subsystems and their interdependencies.

DB AG

CN

DRDS HCIC2

Fig. 3 Diagram representing the EMS and HMS subsystems and their interdependencies

B. Standard Notation

Developing a plug-and-play model drives the need to define a standard notation to which each subsystem model must

adhere to exchange data between the various subsystems. Defining this common language helps the domain experts and

subsystem model developers to identify and communicate requirements for the exchange of information between the

subsystems or their constituent components. Modelers and future developers interested in using HabSim for their own

research are expected to put their models in this standard notation to integrate it with the adjacent subsystem models and

the disturbance block in HabSim.

The behavior of these systems may be described by functional relations, which depend on their states and

interdependencies subject to the disturbances and disruptions they face in simulation. In Figure 4, we show a generic

HabSim subsystem and describe its standard notation below.

HabSim Subsystem 𝒊

Subsystem 𝒊
Model 

𝑋𝑖,𝑡 - State of subsystem 𝑖 
Θ𝑖  - Parameters of subsystem  𝑖 

𝑈𝑖→𝑘,𝑡
𝑝

𝑈𝑖→𝑘,𝑡
𝑐

Outputs 𝑌𝑖,𝑡

Inputs 𝑈𝑗→𝑖,𝑡

Disturbance 𝜔𝑖,𝑡

Intervention 𝐴𝑖,𝑡

Figure. Decomposition and standard notation for the 𝑖-th subsystem.
Fig. 4 Decomposition of complex interconnected subsystem 𝑖

Assume the RHC consists of 𝑖 = 1, · · · , 𝑁 constituent subsystems. The behavior of subsystem 𝑖 is described by 𝑋𝑖,𝑡 ,

which are state variables that comprise the physical and health states of the subsystem. Subsystem 𝑖’s input physical or
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cyber interdependencies with another subsystem 𝑗 is denoted by 𝑈 𝑗→𝑖,𝑡 . The input of a subsystem 𝑖 from subsystem 𝑗 is

denoted by 𝑈 𝑗→𝑖,𝑡 . 𝑈 𝑗→𝑖,𝑡 is a structured collection of physical or cyber interdependencies, which is denoted as

𝑈 𝑗→𝑖,𝑡 =

{
𝑈

𝑝

𝑗→𝑖,𝑡
,𝑈𝑐

𝑗→𝑖,𝑡

}
, (1)

where, 𝑈 𝑝

𝑗→𝑖,𝑡
and 𝑈𝑐

𝑗→𝑖,𝑡
are a collection of physical and cyber interdependencies from subsystem 𝑗 to 𝑖, respectively.

Further, the time-independent parameters of subsystem 𝑖 are denoted by Θ𝑖 . The disturbance interdependence on

subsystem 𝑖 is denoted by 𝜔𝑖,𝑡 , capturing all exogenous processes that affect that subsystem’s performance. Finally, the

HabSim-HMS may provide an intervention for subsystem 𝑖 if its performance needs to be recovered. We denote this

intervention interdependency on subsystem 𝑖 as

𝐴𝑖,𝑡 =

{
𝐴
𝑝

𝑖,𝑡
, 𝐴𝑐

𝑖,𝑡

}
, (2)

where 𝐴
𝑝

𝑖,𝑡
is any interventions performed by the AG subsystem, and 𝐴𝑐

𝑖,𝑡
which refers to a set-point control command

issued by the HabSim-HMS on subsystem 𝑖. Intervention from the AG subsystem is considered to be a physical

interdependence, while the set-point control command from HabSim-HMS is a cyber interdependence. The temporal

evolution of the states of a subsystem is described by its state dynamics. The state dynamics of subsystem 𝑖 is defined as

𝑋𝑖,𝑡+1 = 𝑓𝑖

(
𝑋𝑖,𝑡 , 𝐴𝑖,𝑡 ,Θ𝑖 ,

{
𝑈 𝑗→𝑖,𝑡

}
𝑗≠𝑖

, 𝜔𝑖,𝑡 ,

)
, (3)

where 𝑓𝑖 (·) defines the time evolution of the states of interest in subsystem 𝑖. Finally, all sensor, FDD, and built-in test

telemetry of subsystem 𝑖, 𝑌𝑖,𝑡 , is an outcome of a measurement process

𝑌𝑖,𝑡 = 𝑔𝑖
(
𝑋𝑖,𝑡 , 𝜙𝑖,𝑡

)
, (4)

where 𝑔𝑖 (·) is the measurement process and 𝜙𝑖,𝑡 is the measurement noise. The telemetry may be transmitted to another

subsystem 𝑘 from subsystem 𝑖, denoted by 𝑈𝑖→𝑘,𝑡 , such that 𝑈𝑖→𝑘,𝑡 ⊂ 𝑌𝑖,𝑡 . Since 𝑈𝑖→𝑘,𝑡 may be physical or cyber, we

define the structured collection of output dependencies of subsystem 𝑖 with another subsystem 𝑘 is

𝑈𝑖→𝑘,𝑡 =

{
𝑈

𝑝

𝑖→𝑘,𝑡
,𝑈𝑐

𝑖→𝑘,𝑡

}
(5)

where 𝑈 𝑝

𝑖→𝑘,𝑡
and 𝑈𝑐

𝑖→𝑘,𝑡
are a collection of physical and cyber interdependencies, respectively, from subsystem 𝑖 to

subsystem 𝑘 .
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C. Physical Layout of the Reference Habitat Concept

Encoding the physical locations of the RHC components and resources into simulations is essential for research on

resilience and autonomy. This information is used in the simulation for considering the time required for travel, as well

as for repair and recovery actions. These details affect the resilience of a habitat system and, thus, are needed to quantify

metrics for resilience and to make decisions about the best course of action to take [29],[30].

The layout of the interior and exterior of the RHC is shown in Fig. 5. In a simulation, the location of a disruption,

such as a micrometeorite impact, is used to determine which subsystems or components are affected by that hazard event.

The location can also be combined with the intensity level to define how much debris is produced and, thus, which other

subsystems may be affected by the specific disruption being simulated. The distance between certain components inside

the habitat and the initiation point of the fire will determine the elapsed time associated with heat or fire spreading to

those components. Furthermore, outside of the habitat, the distance between components will influence the time needed

for repair actions. Note that HabSim considers the AG traveling speed, which is especially important to consider when

repairs are needed to more than one damaged component. Also, the model and dimensions in HabSim are scaled to

one-fifth of the RHC, which is compatible with the dimensional scaling of the cyber-physical testbed (CPT) [5].

Fig. 5 Layout of the one-fifth scale reference habitat concept
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D. Setting the Simulation Initial Conditions

Setting the initial conditions for all states and variables is always necessary, but is especially important for simulations

involving multi-physics models with physical interdependencies. Large transient responses may occur at the beginning

of the simulation if the initial values for the model states are not properly set prior to the simulation. States that typically

have non-zero nominal values, such as temperature and pressure, are especially important. For instance, if the angle of

the Sun does not correspond to the initial conditions set for the ST and the SPL models, the dynamics of the habitat

system will result in the system responding as if step inputs are applied to the system. Although these transient responses

fade away as the system reaches its steady state, the behavior impacts the interpretation of the results and unnecessarily

adds computational effort and time.

Setting the initial conditions requires that one run the simulation for a relatively long time to reach steady state,

and then those values are stored to be used as initial states for specific cases. This task was completed for HabSim

by determining the appropriate boundary conditions for ST and SPL according to the initial location of the Sun and

determining the solar irradiation on the outer layer of SPL and the desired initial pressure and temperature inside the

habitat thus imposing it to the inner layer of ST. This step determines the initial temperature, and deformation of SPL

and ST. Having this information, the initial condition related to the thermal and pressure management system can be

determined. The final step is to determine the initial conditions in the PW subsystem based on the operational condition

of all the components in the habitat.

Several choices of initial conditions are made available based on the position of the Sun and its associated habitat

system conditions, such as temperature, pressure, and displacements. The user must select one of the five distinct

solar angles in the input file, which are 0°, 45°, 90°, 135°, and 180°, and correspond to the sunrise, late morning,

noon, late afternoon, and sunset of a Lunar day, respectively. Based on the selected angle, the corresponding file is

loaded containing all initial state values needed to run the simulation. Simulation configuration parameters, such as the

simulation time step, are also specified therein.

IV. Illustrative Sample Scenario
In this section we demonstrate some of the capabilities of HabSim. A disruption scenario is presented involving a

micrometeorite strike followed by the propagation of the effects through the habitat system. Faults are then detected and

repairs are made in an order designated by the user before starting the simulation. This scenario serves as a sample to

illustrate how the HabSim platform can be used to simulate the consequences of immediate decisions and emergent

events, and thus support research into resilience and autonomy.
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A. Disruption Scenario: Micrometeorite Strike

The storyboard and timeline for this simulation are shown in Fig. 6. The simulation begins in a crewed state while

the habitat is operating under nominal operating conditions. A micrometeorite strike occurs 500 sec into the simulation

which begins early in the Lunar morning before solar power generation is available. The micrometeorite intensity level

in this sample scenario is set to 5 (the highest intensity), corresponding to a case in which it penetrates both SPL and ST,

resulting in a hole with a radius of 0.8 cm. In this scenario, the strike is close to PW, and the resulting debris causes

damage in certain PW components inside the habitat, including power converter 1, power converter 2, and a portion of

the battery cells. In this scenario, five components are damaged out of the possible 28 damageable components, each

with direct and indirect consequences on the overall habitat functionality. The activities scheduled for the crew during

that day will also be affected, as noted herein. More details about the nominal schedule for a typical day are discussed in

[31].

Damage that occurs to the components as a consequence of this impact is detected using synthetic FFDs. When

damage is detected, the health state of the affected components shifts from a healthy state (set at 0 in the FDD) to an

unhealthy state (set to 1 in the FDD), as shown in Fig. 7. Then the HMS takes in the FDD information and schedules

a robotic AG to perform the necessary repairs. The repair priority designated in this simulation is: battery > ST >

converter 1 > converter 2 > SPL, as shown in Fig. 6.

The AG starts replacing the damaged battery cells first at 510 sec and completes this task at 910 sec. Having access

to an energy source is essential as ECLSS requires a significant amount of power to compensate for the air leak. Thus

the damage results in a drop in the IE pressure and temperature, and the habitat potentially enters a hazardous state.

The batteries can provide power for only a limited amount of time. Therefore, as soon as the batteries are replaced,

the AG begins repairing the hole in the ST to rectify the main source of the pressure and temperature drops, after which

the power consumption returns to a more typical level. Once the battery cells and the ST are repaired, converter 1 repair

has priority. Note that power converter 1 handles nuclear power generation, which is typically the most reliable source of

power generation for the SmartHab. Once the batteries, ST, and power converter 1 are repaired, the AG moves on to less

critical components during the remainder of the simulation, and at that point, power converter 2 and SPL are repaired.

In this specific scenario the solar angle is zero, so there is a negligible amount of power being generated from the

solar panels. The output from converter 2 is thus zero. Additionally, repair of the SPL in the early stages does not have a

significant effect on the IE pressure and temperature and can be scheduled at the very end of the recovery. It is helpful to

point out that the simulation also considers the AG travel time between the two damaged components, based on the

pre-defined AG speed and the layout of the RHC. This travel time shows up in the simulation results as gaps between the

repair actions in Fig. 6. For instance, the ST repair finishes at 1260 sec and the repair of converter 1 begins 50 sec later

at 1310 sec.

The time required to perform these recovery actions and travel between components does have an influence on the
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Simulation Begins
(t = 0 sec)

Habitat under 
nominal conditions
t = 0 sec

Simulation Ends
(t = 3000 sec)

Micrometeorite Strike
(SPL damage and ST breach, 

IE pressure and temperature drop) 
t = 500 sec

Debris damages PW 
converters and battery cells

t = 500 sec

ST repaired
t = 1260 sec

AG: Start ST repair
t = 960 sec

AG: Start PW 
Converter 1 repair

t = 1310 sec

PW Converter 1 
repaired

t = 2000 sec

AG: Start replacing 
damaged PW cells

t = 510 sec

All damaged PW 
cells replaced

t = 910 sec

FDDs detect 
impact

t = 501 sec

PW Converter 2 
repaired

t = 2310 sec

AG: Start PW 
Converter 2 

repair
t = 2050 sec

AG: Start 
SPL repair
t = 2360 

sec

SPL 
repaired

t = 2900 sec

ECLSS increases power demand
t = 520 sec

1 42,3 5 6 7 8

Micrometeorite FDD

AG SPL

ECLSS ST

PW Battery Cell IE

PW Converter

                                    

            

IE pocket door 
closes

t = 600 sec

Disruption Healthy State Damage Propagation AG Intervention FDD Safety Control

                                    

Fig. 6 Storyboard and timeline illustrating the chain of events in the sample disruption scenario

recovery process. For example, due to the hole in the ST and SPL, the pressure in zone 1 drops to 0.3 · 104 Pa, which is

the pressure that ECLSS pressure management system is sized to sustain while there is a hole in the habitat with a radius

of 0.8 mm. Figure 8 shows this change in both pressure and temperature in zones 1 and 2 over time. Although the

micrometeorite strikes in zone 1, and the pocket door is closed at 600 sec to protect zone 2, there is drop in the pressure

and temperature of zone 2 to 0.72 · 104 Pa and 278 K, respectively. This behavior persists for only a short period of time

corresponding to the delay between the time of detection of the hole and the time the command is sent to close the door.

Note that when the pocket door is closed, the crew is isolated in the unaffected interior zone, zone 2. Here the crew does

not have access to the airlock and thus is unable to perform extravehicular activities that may be scheduled for that day.

Even if the repair is fully autonomous, they will likely be unable to have meals or conduct scientific experiments until

the repairs are completed.
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Fig. 7 Health of select components
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Fig. 8 Air pressure and air temperature inside the habitat

Fig. 9 Output of power converters 1, 2 and 3
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Fig. 10 Power system stored energy and loads

Figure 9 demonstrates how the power supplied to the habitat (power converters 1-3) changes throughout this

simulation based on the SPD. Note there is no solar power generation during this scenario (converter 2). As a result, the

power distribution system reverts to the battery cells (converter 3) at 500 sec, right after the micrometeorite damages

converter 1, until 2000 sec at which point the agent completes the repair of converter 1 (nuclear power generation).

Figure 10 shows how the number of available battery cells and the percentage of batteries charged changes over

time. At the beginning of the simulation not all battery cells are charged, so a part of the nuclear power being generated

is consumed right away due to the need to charge those battery cells. The micrometeorite strike at 500 sec results in

damage to a large percentage of the battery cells, and the stored energy thus decreases immediately. After 510 sec when

the AG starts replacing damaged cells with new fully charged cells, the available stored energy gradually increases.

Figure 10a shows that the rate at which the stored energy increases is less than the rate at which new cells are added

because the new battery cells are being used by ECLSS for regulating the IE pressure and temperature. However, the

total stored energy increases because new battery cells are added at a faster rate than energy is consumed by ECLSS,

shown in Fig. 10b. This process continues until 910 sec when all damaged batteries have been replaced. At this point

the total stored energy starts decreasing until 2000 sec when the AG repairs converter 1 and the SPD system starts using

the nuclear power being generated rather than the battery cells. The total stored energy in the batteries begins to increase

again. The pocket door can be openedand the crew can resume their scheduled activities for the day.

This sample provides just one illustration of how HabSim can be used to investigate fundamental research questions

related to the design and operation of space habitat systems exposed to disruptions. Here we demonstrated how the

choice of repair priorities influences the ability to maintain a nominal state in the habitat. Many more disruption
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scenarios and variations on this scenario may be considered. Further samples are provided in the HabSim user manual

[23].

V. Discussion
The HabSim platform is already enabling numerous research efforts. For instance, researchers have already used

HabSim (formerly referred to as MCVT) for research into power systems and microgrids [26] , life-support systems,

fault-tolerance, resilience [8] [29] [30], operational vulnerabilities [31] [32], and decision-making. Ongoing research

also considers fundamental questions involved in commissioning and decommissioning the habitat when a mission

involves dormancy. HabSim also provides sufficiently complex scenarios to address key questions in human-computer

interface design. Researchers have also worked with individual subsystem models, outside of the broader HabSim

model, to address specific research questions.

We anticipate that there are many additional opportunities to use the HabSim platform to explore habitat operation

and autonomy. The code is being posted and made available for the space research community. The systems engineering

tools and processes described herein, such as the DSM and our versatile standard notation, provide the mechanisms and

building blocks that can enable a researcher to further expand the habitat system using this plug-and-play architecture.

For instance, humidity, water recovery, inventory, consumable resources, etc., could all be added to the habitat model.

Modifications to the layout of the overall habitat could readily be made in the input files. We do, however, recommend

systematically following the procedures described herein.

In addition to its use as a stand-alone research platform, HabSim is directly facilitating the CPT developed by the

RETH institute [9]. HabSim is modeled at one-fifth full scale specifically to match the size of the physical parameters of

the surface habitat structure in the laboratory. The CPT combines physical and cyber (or virtual) models of subsystems

to perform experiments using a broad range of conditions and disruptions [5] [9]. By design, the virtual models used in

the CPT leverage HabSim subsystem models and their real-time capabilities. Environmental conditions and disruptions

can be enforced in a controllable manner in the CPT, and reconfigurability is achieved mainly by modifying the virtual

models. Having the ability to use these models directly for cyber-physical testing has proven to be quite useful for

investigations into autonomous operations. Transfer systems are employed to properly account for the interactions at the

interfaces between the physical and virtual components [33].

To directly ensure that the models in HabSim would be useful for the CPT, two specific considerations have been

guiding our efforts since the beginning of this development effort: (a) the need for real-time execution of the models in

HabSim; and (b) the extension of the DSM to support the development of the CPT. Real-time execution is a critical

requirement for the CPT. Thus, an important requirement enforced during the development of each of the HabSim

subsystem models is that it must run in real time. To ensure that this is the case, the balance between model fidelity and

run-time needs is quite important to ensure that the intended testing can be done. Also, after completing the DSM for
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HabSim, the subsystems were rearranged into physical and cyber to facilitate the partitioning process for using HabSim

subsystem models to facilitate the RETHi CPT. The identified interdependencies, architecture, data flow, interface

conditions, and operational dependencies are instrumental in making the CPT a reality.

VI. Conclusion
HabSim, a modular and coupled model and testbed that is able to capture the essential dynamics of an extraterrestrial

habitat system, is available for fundamental research into the operation of deep space habitats. HabSim has been

developed for researchers to carry out a wide array of quantitative research related to the resilience and autonomous

operation of extraterrestrial habitats. The systematic integration of several physics-based and phenomenological models

for habitat subsystems is discussed, built upon Matlab/Simulink for the modeling and simulating the integrated habitat

as a system-of-systems. Access to a simulation framework like HabSim is essential for examining a variety of questions

related to habitat design and operations, including resilience, contingencies, systems health management, and autonomy.

Several noteworthy tools adopted for HabSim development have facilitated the proper handling of data exchange

and heterogeneous simulation for this complex, multi-physics system, such as the standard notation, design structure

matrix, and real-time computational architecture. Defining a standard notation is critical to enable model developers to

communicate requirements and streamline the exchange of information between the subsystems. Additionally, adopting

scenarios as a means to drive model development provides a way to achieve a balance between model complexity and

computational demand. Dynamics that are not needed for the simulations may not need to be included in the models.

For research into contingency planning and resilient design in SmartHabs, the scenarios that are most relevant to NASA

and partner agencies should be considered. The modeled disruptions in these scenarios include micrometeorites, fire,

moonquakes, airlock leakage, and nuclear system coolant leakage. Persistent disturbances such as dust, vacuum, and

thermal changes are also captured in the models. This process is meant to influence the functionality of the subsystem

models. To demonstrate the functionalities and performance of HabSim, a sample disruption scenario is discussed

and the repair priorities are defined. HabSim is modular and can be expanded or modified to consider alternative

technologies, fault detection strategies, task scheduling, decision-making approaches, etc. Thus, this testbed can serve

as a platform to support a variety of future research efforts.

Code Availability
HabSim, the user manual, and the files to run this sample simulation will be posted on GitHub RETHi repository

soon. This paper corresponds to a description of version 6.3 of the HabSim MCVT simulation code.
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